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Abstract— Service robots operating in cluttered human en-
vironments such as homes, offices, and schools cannot rely
on predefined object arrangements and must continuously
update their semantic and spatial estimates while dealing
with possible frequent rearrangements. Efficient and accurate
mapping under such conditions demands selecting informative
viewpoints and targeted manipulations to reduce occlusions
and uncertainty. In this work, we present a manipulation-
enhanced semantic mapping framework for occlusion-heavy
shelf scenes that integrates evidential metric-semantic mapping
with reinforcement-learning-based next-best view planning and
targeted action selection. Qur method thereby exploits uncer-
tainty estimates from Dirichlet and Beta distributions in the
map prediction networks to guide both active sensor placement
and object manipulation, focusing on areas with high uncer-
tainty and selecting actions with high expected information
gain. Furthermore, we introduce an uncertainty-informed push
strategy that targets occlusion-critical objects and generates
minimally invasive actions to reveal hidden regions by reducing
overall uncertainty in the scene. The experimental evaluation
shows that our framework enables to accurately map cluttered
scenes, while substantially reducing object displacement and
achieving a 95% reduction in planning time compared to the
state-of-the-art, thereby realizing real-world applicability.

I. INTRODUCTION

The successful deployment of general-purpose service
robots in homes and offices relies on perceiving and manip-
ulating diverse objects in cluttered and constrained spaces.
Robots must move beyond passive perception (e.g., map-
ping with a static camera) and instead apply active per-
ception [1] in combination with deliberate physical object
interactions [2]. Interactive perception techniques can remove
occlusions by revealing hidden regions [3], [4], which is
crucial for exploring unknown environments [5], building
detailed object models [6], and locating occluded objects [7].
However, the involved manipulation actions come at a cost,
as uninformed interactions can increase uncertainty in the
target object’s pose and stability, as well as in the neighbor-
ing scene elements. Hence, a central challenge in interactive
perception is uncertainty-aware action selection.

To address this challenge, predictive networks have been
used to estimate the effects of pushes in tabletop clutter
for object retrieval and grasp—push selection [8], [9], but
they target perceptually simple setups and ignore uncer-
tainty. Marques et al. [10] showed that evidential networks
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Fig. 1: The robot employs its arm-mounted RGB-D sensor to map
a densely cluttered shelf. In the belief map (bottom), white denotes
high uncertainty, while solid colors show confidently mapped areas.
The robot first uses a next-best-view strategy to target uncertain
regions on the right of the shelf. Once those frontier objects are
mapped, uncertain zones remain behind the cereal and Cheezit
boxes. Our informed push sampler then most informative uncertain
point (red dot), selects the cereal box since it occludes the area
behind it, and pushes it (green arrow) to reveal the occluded space.

improve Manipulation-Enhanced Mapping (MEM) in con-
fined shelves by jointly predicting post-action occupancy
and semantic beliefs. However, they do not leverage belief
uncertainty for continuous action planning. Therefore, we
propose three improvements: (i) continuous-space next-best-
view (NBV) planning for fine-grained sensor placement
that better reveals occlusions; (ii) uncertainty-informed push
sampling that selects candidates by expected impact on
hidden regions, improving efficiency and safety, i.e., reducing
collisions with other objects; and (iii) NBV exploration
driven by semantic uncertainty rather than occupancy entropy
alone, improving both occupancy and semantic beliefs.

We build upon [10] and propose informed strategies for
action sampling and selection in the MEM-task. In par-
ticular, we propose a Reinforcement Learning (RL) based
continuous NBV planner that uses predicted occupancy
and semantic uncertainty to maximize expected information
gain, enabling targeted exploration. RL enables the NBV
planner to adapt to diverse, dynamic scenes and balances
exploration—exploitation without crafted heuristics or high-
dimensional POMDPs.

Furthermore, we introduce uncertainty-informed push
selection that targets occluding objects predicted to re-
duce uncertainty, choosing minimally invasive, high-impact
manipulations to improve visibility of hidden regions.
Fig. [I] illustrates the two stages of our planning frame-
work: First, the execution of a next-best-view followed by
an uncertainty-informed push to expose a highly uncertain
region behind two view-blocking boxes.



Our experiments demonstrate that our novel uncertainty-
informed MEM planner accurately maps cluttered scenes
and outperforms the prior approach [10] in terms of action
efficiency, i.e., it reduces the number of required push
actions, and lowers the total number of object displacement,
while being significantly faster in planning time. An imple-
mentation of our method can be found on Githut{]

II. RELATED WORK

1) Interactive Perception: Recent interactive perception
frameworks that integrate physical interactions into the per-
ception loop have demonstrated significant improvements
in robustness and accuracy over active perception alone.
For example, Murali et al. report huge increase in object-
pose estimation accuracy compared to a baseline in dense
clutter [11]. Similarly, Yao er al. demonstrated that ma-
nipulating leaves to reveal fruit markedly improves shape
and pose estimates [6]. Furthermore, interactive perception
enables the autonomous, online construction of affordance-
based scene representations without requiring predefined
object models [5]. However, these methods do not consider
the problem of dense clutter at all,or in confined spaces, and
approaches to uncover them.

2) Uncertainty-Aware Action Selection:  Uncertainty-
aware action selection methods employ probabilistic mod-
els to inform perception and manipulation, yielding more
efficient and reliable task execution than heuristic-driven
strategies. For example, ActNeRF [12] quantifies 3D recon-
struction uncertainty with NeRF ensembles to choose the
next-best view or reorientation, accelerating modeling un-
der occlusions versus random/greedy baselines. Furthermore,
for mobile manipulation, uncertainty can arbitrate between
sensing and acting to reduce environmental and sensory
uncertainty [13]. Representing object pose as a distribution
also enables assembly planners to sequence pushes, place-
ments, and grasps to eliminate ambiguity, attaining higher
success than deterministic methods [14]. Additionally, evi-
dential neural networks [15] provide single-pass estimates of
aleatoric and epistemic uncertainty for action selection. vMF-
Contact [16] applies evidential vMF models for grasping in
clutter, while Durasov et al. [17] use Dirichlet-based losses
on 2D bird’s eye view representations for 3D detection to
identify out of distribution objects and improve detection.

3) Manipulation-Enhanced Mapping: Robotic mapping
in dense clutter requires strategic perception (where to
observe) and proactive interaction (how to manipulate oc-
cluding objects). Classical mechanical-search approaches
exploit semantic relations to guide push-and-pick actions
for target retrieval [18], [3], [19]. Interactive mapping ex-
tends this idea with manipulation primitives to resolve oc-
clusions. Wang et al. [20] use an actionable 3D relational
object graph for targeted interactions in mobile settings,
whereas Dengler et al. [4] alternate next-best-view plan-
ning with push sampling once marginal map-entropy re-
duction saturates, for mapping of cluttered shelves. More

Ihttps://github.com/HumanoidsBonn/manipulation_
enhanced_map_prediction

recently, Marques et al. [10] adapted this idea and defined
a POMDP solver whose belief resides in a metric-semantic
grid map, with evidential calibrated neural-accelerated belief
updates (CNABU) to reason about object shapes and manip-
ulation consequences, leading to higher map accuracy.

Building on [10], we retain its evidential belief predic-
tors and explicitly exploit their occupancy and semantic
uncertainty to learn continuous-space NBV planning and
occlusion-critical push sampling. This extends MEM from
fixed viewpoints and random, or scoring-based pushes to
uncertainty-guided actions that focus on high information-
gain regions, reduce redundant manipulation, and lower
planning cost, thus enabling online semantic mapping in
cluttered, dynamic scenes.

III. OUR APPROACH

In this work, we address manipulation-enhanced map-
ping (MEM) of cluttered shelf environments using a robotic
arm with a wrist-mounted RGB-D sensor. An illustration
of our pipeline is shown in Fig. 2] Building on eviden-
tial metric-semantic mapping of Marques et al. [10] via
CNABU networks, we fuse RGB-D into occupancy (Beta)
and semantic (Dirichlet) belief maps that encode predictions
and their uncertainty. A next-best view RL-policy (orange)
then selects SE(3) camera poses to observe regions of high-
uncertainty. As active sensing shows diminishing returns,
once the expected volumetric information gain drops below
a threshold, an uncertainty-informed push selector (blue)
identifies occlusion-critical objects using distance and vis-
ibility transforms, samples minimally invasive pushes, and
estimates their information gain. An action selector (grey)
then chooses sensing or manipulation by comparing expected
gains, iterating until the mapping objective is met. The
individual parts of our system are now introduced in detail.

A. Map Belief Representation

Accurate decision-making in MEM-tasks relies on reason-
ing about both observations and confidence. Following the
CNABU framework [10], we represent the map belief as
a probabilistic estimate over occupancy and semantic cate-
gories, enriched with explicit uncertainty. CNABU networks
are designed to propagate belief in metric-semantic maps
by predicting both semantic and occupancy beliefs, along
with well-calibrated uncertainty estimates. They use Beta and
Dirichlet distributions as conjugate priors for Bernoulli (oc-
cupancy) and multinomial (semantic segmentation) likeli-
hoods, respectively, ensuring that the resulting posteriors
remain within the same distribution family. This property
allows for closed-form estimation of expected values and
predictive uncertainty, avoiding the computational overhead
of sampling-based methods such as Monte Carlo dropout or
deep ensembles. Furthermore, they incorporate prior knowl-
edge about object geometry, occlusions, and manipulation
dynamics, enabling reliable forecasting of scene changes due
to both observations and physical interactions.

The occupancy belief O is a 3D voxel map of size
H x W x D, where each voxel is parameterized by A© =
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Fig. 2: Overview of our uncertainty-aware manipulation-enhanced mapping framework. Our system integrates evidential semantic mapping
with a reinforcement learning (RL) policy for continuous viewpoint planning (orange) and a strategic, uncertainty-informed push
module (blue). The RL agent operates in a 6D action space, leveraging uncertainty estimates from Beta and Dirichlet distributions
to guide exploration towards occluded and ambiguous regions. When passive observation yields insufficient information gain, an informed
manipulation policy selects occlusion-critical pushes to reveal hidden areas.

(a, 8) and modeled by a Beta distribution whose predictive
mean E[Beta(w, 3)] is the expected occupancy probability
and whose variance u, = Var[Beta(«, 8)] quantifies epis-
temic uncertainty. The semantic belief S is a 2D top-down
projected map of size H x W with evidential parameters

A% € RHXWxNetasses  where A = (A, ..., \y) defines a
Dirichlet distribution whose predictive class probabilities

A N
L= A, (D)
n=1
)\n

?7
yield a hard label argmax, (¢ ), and whose uncertainty
us = N/S highlights low-confidence regions [15]. In our
framework, both u, and us guide action selection to maxi-
mize expected information gain.

E[Dir(Ar, .., AN)]n =

B. Next-Best View Selection

To achieve efficient scene coverage, we couple CNABU’s
one-step predictive mapping [10] with a reinforcement learn-
ing (RL) agent that operates directly on the evidential map
representations. The agent receives occupancy and semantic
beliefs together with their uncertainties and selects SE(3)
viewpoints to maximize expected information gain, guiding
it toward the most informative, occluded regions.

1) Action: We define the action space as a 6D vector
(xcama Yecam s Zcams xtargetv ytarget7 Ztarget)’ with each com-
ponent normalized to [—1, 1]. At execution time these values
are rescaled to predefined physical limits in SE(3). In this
action space, cam represents the desired 3D position of the
camera. Furthermore, we represent orientation implicitly via
a look-at target to ensure the camera faces the region of
interest (Rol), i.e., the shelf board.

2) Observation: Our observation space is detailed in
Tab. [ and it supports two key objectives:

(i) Enhanced world representation: As described in
Sec. [MI-A] the agent’s world representation comprises of
the 3D occupancy and 2D semantic belief maps of known
size. We project the thresholded occupancy belief into a 2D
maximum-height map to reduce memory and computation

Component Content Shape

Enriched Map Maximum Height 82 x 157px
Semantic 82 x 157px
Occupancy uncertainty w, 82 x 157px
Semantic uncertainty ws 82 X 157px

Height Map History  Past normalized height maps  Npjs X 82 X 157px

Action History Past normalized actions Nhist X 6

TABLE I: Observation space used by the RL agent.

while preserving occlusion reasoning and visibility assess-
ment. Additionally, we incorporate cell-wise occupancy and
semantic uncertainties, i.e., u, and ug, from the Beta and
Dirichlet distributions to enable the agent to learn how its
actions affect scene uncertainty.

(ii) Action history awareness: To avoid redundant view-
points and encourage coverage diversity, the observation
space includes the last Ny executed actions along with
their corresponding 2D height map observations. This tem-
poral context helps the agent identify previously explored
areas and prioritize novel or more informative viewpoints.

3) Reward: The reward function comprises three terms
with w; and wy as scaling factors:

—Tfeasibilit if unfeasible
r= easibility 5 (2)

W1 * Tuncertainty T W2 * Trepeats otherwise

Given the continuous nature of the action space, sampled
actions may be infeasible for execution. Hence, during
training, we use the Klamp’t motion planning library [21] to
check for action feasibility. For infeasible actions, the agent
is penalized via a negative sparse reward signal Tfeasibiliy and
an empty partial observation is returned in the observation
space to reflect the failed attempt.

As continuous reward signals, we use the change in
occupancy and semantic uncertainty Tuncertainy = Ao + At
between two time steps. Additionally, we use a repetition
penalty rpepear, Which penalizes viewpoints close in position
or orientation to previously visited ones [22]. In particular,



Trepeat 1S computed as follows:
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Here, pgix and egic denote the Euclidean distance between
positions and the cosine distance between the rotation vec-
tors, respectively, within . The terms 7, and ~. are scaling
factors, while 6, and 6. are the corresponding distance
thresholds. The repetition penalty 7epeac 1S computed only
for entries in H where pgis < 6, and egist < 0.

Ddist = Hpcurr - ppast”a €dist — ||6curr -

C. Push Sampling

To enhance visibility and maximize information gain
in cluttered and confined environments, particularly when
only active sensing proves insufficient, we leverage strategic
uncertainty-aware object manipulation to uncover occluded
regions. In the following, we detail the process of identifying
suitable manipulation targets, estimating visibility corridors,
determining effective push directions, and finally sampling
feasible push interactions. An illustration of each step is
shown in Fig. 3]

1) Target Locations: Unlike existing object-search meth-
ods [23], [3], we define target locations as regions of the
map with high semantic uncertainty. We prioritize seman-
tic uncertainty over occupancy uncertainty because even
when occupancy estimates are confident, class labels can
remain ambiguous. Focusing on semantics drives the robot
to discover new objects and improve its understanding of
known ones. To identify these regions, we compute a dis-
tance transform over a thresholded version of the semantic
uncertainty, where cells with a semantic uncertainty below
0.1 are considered sufficiently certain and set to 0. This value
is empirically chosen to be optimal in terms of isolating
regions whose certainty cannot be substantially improved
given inherent network imperfections or sensor noise. The
distance transform assigns each cell a score based on how
far it is from the nearest confidently classified cell (either
free or occupied), with the score scaled by cells occupancy
uncertainty value. From the resulting distance map, the a
maximum of five cells with the highest distance values
are selected as candidate target locations, while ensuring a
minimum pairwise distance to promote spatial diversity as
highlighted in Fig. 3b}

2) Visibility Corridor: For each selected target location,
a visibility corridor is constructed to identify potential occlu-
sions. This is achieved via raycasting from the target point
towards the front of the shelf, defined by a fixed y value
and a variable x value in the range [0, maximum width].
Along each ray, the number of semantic object instances
from the one-hot-encoded map encountered is recorded, as
well as the average occupancy probability, weighted by the
corresponding epistemic occupancy uncertainty.

Neighboring rays that exhibit similar spatial structures (in
terms of the order of object instances and non-occupied
space) are clustered into unified corridors up to a maximum

(c) Visibility Corridor

(d) Pushing Corridor With Samples

Fig. 3: Uncertainty-informed push sampling. From the belief map
(a; shelf borders in brown), we build an uncertainty-weighted
distance field and sample target points (b). Raycasting from each
target to the shelf front yields visibility corridors and associated
occluding objects (c; yellow). For each occluder, we generate n,
feasible push proposals aligned with the corridor toward the clearing
direction (d). Afterwards, the manipulation CNABU evaluates the
expected information gain of the push proposals.

radius of n, cells. Each corridor is represented as a structure
of its start point, width, length, order of objects, and average
occupancy probability. These corridors are scored according
to four criteria:

score =ky-w+ka -l 4+ k3 - Pocc + Ka - Nocc_obj &)

where w is the width of the corridor, [ the normalized
length of the visibility corridor, poc. the average occupancy
probability scaled by the normalized amount of unknown
cells, nocc_obj the number of occluding objects, and k1234
are weights empirically found. The object closest to the front
of the shelf within the corridor with the highest score is
selected as the manipulation target (see Fig. [3c). Note that
if no occluding object is found, the target is considered
observable through pure future viewpoint planning.

3) Pushing Corridor: The objective is to find a direction
that minimizes secondary or inadvertent pushing of adjacent
objects and prefers already mapped free areas over highly
uncertain ones. Therefore, unlike the visibility corridor,
sectors with lower average occupancy and greater clearance
are preferred to ensure good reachability and low collision
probabilities with other objects. To determine viable pushing
directions for the selected object, again raycasting is em-
ployed. Rays are radially cast from the centroid of the object
identified as pushing target toward a circular boundary with
a maximum radius of n. cells. We identify object entities
and their centroids by clustering connected regions of similar
semantic labels in the current map. For each object, we cast
rays from its centroid inside the shelf in multiple directions,
grouping these rays into sectors with an maximum angle of
30°. Each sector is evaluated based on the average occupancy
along its rays and spatial constraints such as nearby obstacles
or shelf boundaries (see Fig. [3d] blue corridor).

4) Sampling Push Candidates: To generate possible
pushes to execute, a starting corridor is established on the
side opposite the pushing corridor (see Fig. [3d). This is
achieved by extending the lines from the end points of



Parameter Value | Parameter Value

N hist 4 Aview 2

Osem 0.65 Ooce 0.87

Yp 0.5 Ye 0.5

Op 0.1m 0, 0.034 rad

w1 10 wa 2
Pushing Parameters

k1 2 ko 3

ks 4 kq 5

TABLE II: Hyperparameters for RL training and push sampling.

the corridor through the crossed contour intersection points,
towards the opposite side of the contour.

Within this starting region, m, candidate push points
are uniformly sampled. The associated push direction is
computed as a linear combination of the pushing corridor
vectors, weighted according to the relative position of each
sampled point. Generating the push proposals in this fashion,
results in feasible minimally invasive push actions aligned
with free-space directions.

D. Manipulation-Enhanced Planning

We combine our viewpoint selection policy with the uncer-
tainty informed push-based manipulation strategy to realize
a complete manipulation-enhanced mapping pipeline. While
the RL-based next-best view planning agent seeks to max-
imize information gain through passive camera movement,
physical occlusions can make certain regions permanently
inaccessible to observation. In such cases, the system queries
the push sampling module to actively remove occlusions.

For decision making, we employ a variant of the
occlusion-aware Volumetric Information Gain (VIG) method
proposed by [10]. For the NBV module, we query the trained
RL agent to generate a single candidate action, obtain the
predicted camera pose, and compute the associated VIG,,;,
based on the evidential occupancy prediction at time ¢ — 1.
Similarly, for the push sampling module, we simulate the
outcome of each push by generating its parameterization as
described in [10] and input it together with the evidential
occupancy prediction at time ¢ — 1 to the manipulation-
CNABU to predict the resulting updated evidential map.
Subsequently, we query the NBV agent on the post-push
mayp, incorporating the effects of the simulated manipulation,
and compute the corresponding VIG,,, .

The system then compares the maximum expected VIG,,;,
from viewpoint planning against VIG,,s,. If VIG,;, ex-
ceeds that of any proposed push by a predefined margin
VIG,p0 - Aview > VIGpysn, the system executes the corre-
sponding NBV action. Otherwise, if pushing is expected
to yield higher information gain, the robot proceeds to
execute the selected push to actively modify the scene and
takes its predicted belief generated by the manipulation-
CNABU as map representation. This strategy ensures that
executing viewpoints is always prioritized when sufficient
information gain can be achieved without manipulation,
while empowering the system to physically interact with
the environment whenever necessary to uncover previously
inaccessible regions and maximize overall map accuracy.

IV. EXPERIMENTAL EVALUATION

We perform three experimental evaluations to showcase
the performance of our next-best view and push selection
approach. First, we present quantitative simulation results
that highlight our pipeline’s improvements in mapping ac-
curacy, compared to the state-of-the-art for manipulation-
enhanced mapping [10]. Next, we present several ablations
of our method to highlight the influence of uncertainty
measurements for action selection and evaluate different
versions of our novel push sampling strategy. Finally, we
show a qualitative experiment in a real hardware setup in
zero-shot fashion in the supplementary vide(ﬂ

A. Experimental Setup and Training

For simulation, we use the PyBullet physics engine [24]
with a 6-DOF URS robotic arm, equipped with a
Robotiq 2F-85 gripper and a Realsense L515 RGB-D camera
mounted on its end-effector. The simulation matches the real-
world camera parameters and all experiments are trained and
evaluated on an NVIDIA RTX 4080 Super 16GB GPU. To
train the continuous viewpoint planning agent, we use the
Soft Actor-Critic (SAC) algorithm [25], implemented via the
Stable Baselines3 framework [26].

For the actor and critic networks, we use the following
custom feature extractor: (i) A convolutional encoder for
the enriched map, consisting of three convolutional layers
with 16, 32, and 64 filters, each followed by LeakyReLU
activation, with the last layer performing global average
pooling and flattening. (ii) A similar encoder for the stacked
height maps. (iii) A fully connected module embedding the
last four actions into a vector of size 64. The outputs are
concatenated and passed through an MLP, projecting it to a
128-dimensional latent space, feeding both policy and critic
heads. Training uses a batch size of 256, a replay buffer of
10° transitions, and a learning rate of 3 - 1074,

The agent is trained for 500, 000 iterations across approx-
imately 12,500 procedurally generated shelf configurations.
Object counts range from 15 to 30 per scene. To simulate
varying occlusion levels for training, large objects are biased
toward the front of the shelf and smaller ones toward the
back, increasing visual complexity. The action space is sam-
pled from a Cartesian space of 0.8 m x 0.2 m x 0.2 m outside
and inside the shelf, respectively. The hyperparameters used
for all experiments are stated in Tab.

B. Metrics and Baselines

To evaluate our informed action selection pipeline for
the given MEM-task, we evaluate the following metrics for
semantic and occupancy accuracy, object displacement, and
pipeline efficacy:

o Timings: Inference and execution timings of the

pipelines

« mIOU: Semantic and occupancy mean Intersection-

over-Union, computed as the average per-class IoU
between predictions and ground truth, calculated on the

Zhttps://youtu.be/9h2MKLzQ180
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Fig. 4: Simulation results across 25 highly cluttered shelf environments with an action budget of 40 steps for RL-CNABU-Push and
RL-CNABU-View against SOTA in active and interactive perception methods, showing both occupancy and semantic IoUs over time for
each method. Standard deviation is represented as shading around each plot. As can be seen, our uncertainty-informed push strategy,
POMDP-CNABU-Informed, outperforms previous work in terms of stable mapping without object drops. Furthermore, our proposed
RL-CNABU-View is capable of achieving sufficient mapping behaviour without relying on privileged knowledge.

CNABU network output after transformation into the
map representation.

« mAD: Mean displacement of add objects averaged over
all evaluated scenes.

o NumPush: Average number of pushes per scene.

o Collisions: Average percentage of collisions occurred
over all evaluated scenes.

Furthermore, we compare our full system RL-CNABU-Push
(Ours) against the following baselines and state-of-the-art:

¢« RL-CNABU-View (Ours): Uncertainty-aware RL
based next-best-view (NBV) planner.

o RL-CNABU-View-Privileged (Ours): RL based NBV
planner that uses ground truth occupancy and semantics
from privileged simulation information for rewards.

« Random-View: View planner that randomly selects
sensor poses from the RL action space.

o POMDP-CNABU-Push: Full pipeline by Marques et
al. [10] that uses a partially observable Markov deci-
sion process (POMDP) two-step look-ahead solver with
randomly sampled push actions.

« POMDP-CNABU-Push (ToF): POMDP-CNABU-
Push terminated when any of the objects falls over.

« POMDP-CNABU-View: Only NBV planning by [10].

o« POMDP-CNABU-Informed: Pipeline [10] with novel
push sampling (see Sec. [lI-C).

For each method, we perform three evaluation trials and
report the mean and the standard deviation.

C. Quantitative Experiments

We present our quantitative experiments, designed to
evaluate the effectiveness of our proposed manipulation-
enhanced mapping pipeline. To compare our approach
against the POMDP-CNABU planners [10], we re-
implemented their pipeline and used the provided CNABU-
models from their code release. In order to use the models
for our approach, no fine-tuning on the novel set of contin-
uous viewpoints was performed. However, we increased the

Metric | POMDP-CNABU-Push | RL-CNABU-Push |
View Point Selection Time (s) 7.632 £ 1.892 0.022 + 0.001
Push Selection Time (s) 31.199 £+ 7.814 0.976 £ 0.618
Full Iteration Time (s) 40.093 + 10.095 1.656 + 1.117

TABLE III: Timing performance in seconds across the 25 evaluation
scenes averaged over 40-step rollouts and across three trials. Our
RL and uncertainty aware push approach highly reduces in general
the inference times of the task.

certainty threshold for full map completion after which no
pushes are performed from 95%, as stated in [10], to 99%.
This increases the chance of further pushes in the long run
and shows the effect of successful push prediction on the
over- or under-confidence of the CNABU-models.

To evaluate the effectiveness of our system in creating
accurate scene representations, we assess the quality of se-
mantic and occupancy maps across 25 highly cluttered shelf
environments with an action budget of 40 steps. We evaluate
them according to the metrics specified in Sec.

1) Timings: As shown in Table our method sig-
nificantly reduces decision latency in both viewpoint and
manipulation selection. This is primarily due to our rein-
forcement learning-based viewpoint planner, which operates
in a continuous action space and avoids exhaustive enumer-
ation and ray-casting of discrete candidates, as well as our
informed push sampling strategy, which narrows down the
set of evaluated push actions while preserving their impact
on map improvement. In particular, our RL-CNABU-View
planner achieves a 99.7% reduction in average inference time
per step compared to the original POMDP-CNABU-View
planner. Similarly, the informed push selection time and the
total per-iteration execution times are significantly reduced,
enabling faster scene coverage and improved responsiveness.

2) Map Quality: The results in terms of map quality
across the whole action budget of 40 steps is illustrated in
Fig. 4] with a more detailed analysis of the last step shown
in Tab. In the following, we summarize the main results.

Among  active  perception  methods, although
POMDP-CNABU-View performs better than
RL-CNABU-View in mapping accuracy, it highly



Model Perception Push Strategy Occ. mIOU 7t Sem. mIOU 1 mAD [m] | NumPush [#] |  Collisions [%] |
RL-CNABU-View (Ours) Active None 0.844 + 0.001 0.607 + 0.002 - - -
RL-CNABU-View-Privileged Active None 0.846 + 0.001 0.609 + 0.002 -

POMDP-CNABU-View [10] Active None 0.862 + 0.001 0.641 + 0.001 -

Random-View Active None 0.839 + 0.002 0.595 + 0.001 - - -
RL-CNABU-Push (Ours) Interactive Us[Uo 0.846 £ 0.007 0.653 £ 0.005 0.995 £ 0.049 259+1.24 6.67%
POMDP-CNABU-Push [10] Interactive | Random Sampling | 0.877 £0.003 0.720 +0.019 1.927 £ 0.046 5.25 +2.61 25.33%
POMDP-CNABU-Push (ToF) | Interactive | Random Sampling 0.832 + 0.005 0.638 + 0.022 1.841 £+ 0.033 4.65 + 2.50 25.33%
POMDP-CNABU-Informed Interactive Us|Uo 0.862 + 0.006 0.703 + 0.015 1.056 4+ 0.157 2.61 4+ 1.49 6.67%
POMDP-CNABU-Informed Interactive Uo |Uo 0.862 + 0.005 0.698 + 0.012 1.060 £ 0.255 291+1.24 9.33%

TABLE IV: Quantitative comparison over 25 cluttered scenes, averaged across three trials. We report occupancy and semantic mloU,
mean action displacement (mAD), push count, and collision rate. Our informed strategies (us|to, ws|us, Uo|to) and RL-based methods
show benefits of uncertainty-aware action selection. While POMDP-CNABU-Push achieves the highest semantic mloU, it does so at the
cost of more frequent pushing and a high collision rate. In contrast, our RL-CNABU-Push approach offers a better balance, achieving
competitive mapping performance with fewer pushes, lower object displacement, and reduced number of collisions.

relies on the quality of the predefined fixed views and
is computationally expensive as it uses a exhaustive
greedy search over up to 300 fine-tuned views, querying
expected information gain at each step. In contrast, our
RL-CNABU-View predicts the next-best view with a single
forward pass through a learned continuous-space policy,
substantially reducing computation time, as discussed in
Sec. IV-C.1} while maintaining comparable mloU.

With regards to active versus interactive perception,
Tab. shows that the worst performing interactive percep-
tion method achieves higher semantic mIOU than the best
active perception method, highlighting the need for physi-
cal interaction. In particular, our uncertainty-informed push
method, RL-CNABU-Push achieves higher semantic mloU
than both RL-CNABU-View and POMDP-CNABU-View,
demonstrating that targeted push actions can improve
mapping accuracy by uncovering hidden regions. For
interactive perception, Fig. [ and Tab. [IV] show that
POMDP-CNABU-Push achieves higher mIOU metrics
compared to RL-CNABU-Push. However, unlike all other
methods, this proposed pipeline [10] does not consider any
early stopping when an object falls over, e.g., out of the
shelf, due to collisions. When POMDP-CNABU-Push is
terminated on an object fall, referred to as POMDP-CNABU-
Push (ToF), our proposed RL-CNABU-Push achieves higher
occupancy and semantic mIOU compared to POMDP-
CNABU-Push (ToF).

As all POMDP-CNABU-Push variants use random push
sampling to generate pushes without knowledge of effective
pushing corridors, they result in the highest mean dis-
placement and collision rates among interactive perception
methods. In POMDP-CNABU-Informed, replacing random
sampling with our uncertainty-informed strategy increases
mloU while significantly reducing average displacement,
number of pushes, and collisions. The reduced displacement
and collisions in all the informed push methods confirm
that our interactions are minimally invasive compared to the
random push sampling baseline. Furthermore, informed push
sampling methods require only 2-3 pushes versus 4-5 in
random methods to achieve comparable or better map quality,
demonstrating more targeted uncovering of hidden spaces.
These results confirm that leveraging uncertainty for both
viewpoint and manipulation planning leads to comparable
or better quality map quality, particularly in scenes with
high occlusion. Furthermore, as the timing results indicate,

our method achieves comparable mapping accuracy, with
significantly reduced computational cost.

D. Influence of Uncertainty

To assess the influence of uncertainty metrics on the action
selection process, we perform two ablation studies.

1) Next-Best View planning: We evaluate our
uncertainty-aware  agent RL-CNABU-View  against
RL-CNABU-View-Privileged, which incorporates ground-
truth occupancy and semantics into its reward, using the
same test set as in Sec. We adopt the reward
T = TU + Trepeat, Where 7y is the change in semantic
and occupancy IoU from the ground-truth map. This
ablation shows that uncertainty-based rewards suffice to
learn effective next-best view selection without privileged
information. We also compare our RL-CNABU-View
method to Random-View to verify that our RL agent learns
informative views.

As shown in Fig. E}a,c, our reward achieves similar or
only slightly reduced long-term performance compared to
the privileged agent. These findings demonstrate that uncer-
tainty is a reliable performance proxy when ground-truth
data is unavailable. Moreover, Random-View shows lower
occupancy and semantic mIOU gains in the initial phases
in Fig. {] with the final mapping accuracy also the lowest
among all active perception methods. Overall, our RL agent
attains higher IoU, confirming its learned ability to select
informative views.

2) Manipulation: To evaluate the influence of different
uncertainty representations on our push sampling strategy, we
conduct ablation experiments with two variants for distance
map and pushing corridor generation: (i) using semantic un-
certainty for distance map generation while using occupancy
uncertainty for the pushing corridor (ug|u,) to highlight
semantically ambiguous but structurally visible regions, pro-
viding complementary cues for selecting informative push
targets, the proposed method of this paper; and (ii) using
occupancy uncertainty for both the uncertainty-based dis-
tance map and the pushing corridor generation (u,|u,), We
performed this ablation on the POMDP-CNABU-Informed
push planner to have a more comparable evaluation that only
focuses on the influence of the push selection, due to its
systematic greedy search characteristics.

The results after the final action step are presented
in Tab. As seen from the last two rows, using ug as



distance map yields marginally higher semantic mIOU as it
is better able to target regions with high semantic uncertainty.
Furthermore, it leads to lower collision rates possibly due
to clustering of semantically similar cells leading to pushes
being executed on single objects reducing secondary pushes.

Our ablation studies on the influence on the uncertainty
metrics show that uncertainty is a good approximation
for action selection between active sensor placement and
manipulation. While semantic uncertainty can be used to
target regions for active observation as well as for the push
distance map, occupancy uncertainty can be effectively used
to generate minimally invasive push actions.

V. CONCLUSION

In this paper, we presented a novel framework for efficient
manipulation-enhanced semantic mapping that combines evi-
dential metric-semantic map belief updates with uncertainty-
aware action selection. By leveraging uncertainty estimates
derived from the Beta and Dirichlet distributions for oc-
cupancy and semantics respectively, our system effectively
selects informative next-best views through reinforcement
learning and targets occlusion-critical objects for minimally
invasive manipulations. As we showed in the experiments,
out framework enables a robot to construct complete seman-
tic maps in cluttered, occlusion-heavy shelf environments.

We demonstrated that our uncertainty-informed push plan-
ning approach outperforms the state-of-the-art method in
terms of object displacement, action efficiency, and reduced
number of fallen objects. It also shows comparable behavior
in terms of map accuracy. Furthermore, our approach is
highly computationally efficient due to the reinforcement
learning based viewpoint planning and the informed push
sampling strategy. These results highlight the importance of
principled uncertainty-informed action selection for interac-
tive perception in cluttered and confined spaces.
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